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Abstract

We introduce VisualPRM, an advanced multimodal Process
Reward Model (PRM) with 8B parameters, which improves
the reasoning abilities of existing Multimodal Large Lan-
guage Models (MLLMs) across different model scales and
families with Best-of-N (BoN) evaluation strategies. Specif-
ically, our model improves the reasoning performance of
three types of MLLMs and four different model scales. Even
when applied to the highly capable InternVL2.5-78B, it
achieves a 5.9-point improvement across seven multimodal
reasoning benchmarks. Experimental results show that our
model exhibits superior performance compared to Outcome
Reward Models and Self-Consistency during BoN evalua-
tion. To facilitate the training of multimodal PRMs, we
construct a multimodal process supervision dataset Visu-
alPRM400K using an automated data pipeline. For the
evaluation of multimodal PRMs, we propose VisualProcess-
Bench, a benchmark with human-annotated step-wise cor-
rectness labels, to measure the abilities of PRMs to detect
erroneous steps in multimodal reasoning tasks. We hope
that our work can inspire more future research and con-
tribute to the development of MLLMs. Our model, data,
and benchmark are released in this page.

1. Introduction
With the remarkable success of Large Language Models
(LLMs) [1, 4, 5, 9, 10, 21, 71, 75, 76] in natural language
processing, Multimodal Large Language Models (MLLMs)
[6, 14–16, 36, 41, 42, 58, 61, 80, 83, 84, 89] have also
achieved significant advancements across various vision-
language tasks. Despite their strong performance in per-
ception and recognition, a large gap remains in reasoning
capabilities between open-source and proprietary models.
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Figure 1. The overall Best-of-8 evaluation results across seven
multimodal reasoning benchmarks with different critic mod-
els. Our VisualPRM greatly enhances the overall performance,
while InternVL2.5-8B struggles to be an effective critic model.

A series of studies have explored methods to enhance rea-
soning abilities, focusing on the perspectives of data col-
lection and construction [38, 43, 57, 74], offline preference
optimization [32, 59, 82], and online reinforcement learn-
ing [2, 24, 26, 66]. Additionally, another line of research
[20, 68, 79, 94] investigates utilizing Test-Time Scaling
(TTS) to enhance the reasoning abilities of LLMs. This
approach requires the policy model to generate multiple re-
sponse candidates and select the best one, based on the qual-
ity estimation of a critic model, thereby improving the re-
sponse quality at the cost of higher inference time. How-
ever, TTS for MLLMs remains largely unexplored.

This work investigates the application of TTS for
MLLMs, focusing on the Best-of-N (BoN) evaluation
strategies. The challenges of adapting TTS for MLLMs in-
volves: (1) Lack of effective critic models. In BoN evalua-
tion, a critic model is required to estimate the quality of each
response candidate. However, as shown in Figure 1, exist-
ing open-source MLLMs struggle to serve as critic mod-
els, leading to marginal improvements compared to models
without TTS. This limitation stems from the lack of suffi-
cient critic data in their training corpus. (2) Lack of eval-
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uation benchmarks for multimodal critic models. The ef-
fectiveness of TTS heavily depends on the performance of
the critic model. However, directly evaluating critics under
BoN settings poses two key issues. First, the evaluation cost
of BoN is expensive. Although the focus is on the perfor-
mance of critic models, the policy model is required to gen-
erate N reasoning processes, with the majority of compu-
tational costs arising from the policy model. Second, BoN
performance is also affected by the policy model, making
it difficult to compare different critic models when paired
with varying policy models.

To solve these challenges, we first introduce Visual-
PRM400K, a dataset comprising approximately 400K mul-
timodal process supervision data. Each sample includes an
image, a question, a step-by-step solution, and correctness
annotations for each step. Specifically, we collect ques-
tion prompts from MMPR v1.1 [82] and then generate pro-
cess correctness using an automatic data pipeline [79]. This
pipeline samples multiple continuations starting from a cer-
tain step and computes the expected accuracy of that step as
the average accuracy of its continuations.

To facilitate the evaluation of multimodal critic mod-
els, we introduce VisualProcessBench, a benchmark for
evaluating PRMs and MLLMs in detecting erroneous steps
in multimodal reasoning tasks. This benchmark includes
2,866 samples with 26,950 human-annotated step-wise cor-
rectness labels. Each sample includes a multimodal rea-
soning question, a step-by-step solution, and correctness
labels for each step. To ensure annotation accuracy, we
employ human experts with at least a university degree to
manually assess the correctness of each step. Unlike prior
benchmarks [39, 96], which require identifying only the
first erroneous step, VisualProcessBench challenges models
to detect all errors within a given solution. This adjustment
aligns with recent advancements in model reflection abili-
ties, helping to reduce false negatives in evaluations. Evalu-
ation results reveal that existing open-source MLLMs strug-
gle to accurately assess step-wise correctness, highlighting
the need for improved multimodal critic models.

Building upon the dataset and benchmark, we de-
velop VisualPRM, an advanced multimodal Process Re-
ward Model (PRM) with 8B parameters, to serve as the
critic model in BoN evaluation. Each training sample is
formulated as a multi-turn chat. The first turn includes
the image, the question, and the first solution step, while
each subsequent turn presents a new step. The model is
trained to predict the correctness of the given step at each
turn. Experimental results demonstrate that VisualPRM en-
hances MLLM reasoning across different model families
and scales. Specifically, VisualPRM improves the over-
all reasoning performance of MiniCPM-V2.6, QwenVL2.5-
7B, InternVL2.5-8B, and InternVL2.5-78B by 8.0, 3.7, 8.4,
and 5.9 points, respectively, across seven multimodal rea-

soning benchmarks [50, 60, 78, 87, 90, 93, 99]. Addi-
tionally, we compare PRMs with Outcome Reward Models
and Self-Consistency in BoN evaluation, finding that PRMs
consistently outperform both approaches.

In summary, our main contributions are as follows:
(1) We introduce VisualPRM400K, a dataset comprising

approximately 400K multimodal process supervision data.
Building upon this dataset, we develop VisualPRM, an ad-
vanced multimodal PRM to serve as the critic model in the
BoN evaluation.

(2) We construct VisualProcessBench, a benchmark de-
signed to measure the abilities of PRMs and MLLMs to
identify erroneous steps in multimodal reasoning tasks.
This benchmark comprises 2,866 samples with a total of
26,950 human-annotated step-wise correctness labels.

(3) Through extensive experiments, we demonstrate that
PRMs can serve as effective critic models for test-time scal-
ing of MLLMs. Specifically, VisualPRM enhances the over-
all multimodal reasoning performance of MiniCPM-V2.6,
QwenVL2.5-7B, InternVL2.5-8B, and InternVL2.5-78B by
8.0, 3.7, 8.4, and 5.9 points, respectively, across seven mul-
timodal reasoning benchmarks. Furthermore, our results
show that PRMs consistently outperform both ORMs and
SC in BoN evaluation. Additionally, experiments on Vi-
sualProcessBench reveal that existing open-source MLLMs
struggle to accurately assess the correctness of each step.

2. Related Work
Multimodal Large Language Models. A wide range
of efforts has been made to advance the development of
MLLMs, including improvements in model architecture,
data construction, and training algorithms. From an archi-
tectural perspective, several studies [7, 15, 16, 41, 42, 45,
83–85, 89, 89] employ connectors to align visual embed-
dings from Vision Foundation Models (VFMs) [14, 91] with
the latent space of LLMs [5, 71, 75, 76], achieving promis-
ing performance. Another series of works [3, 21, 73, 81]
extends pre-trained LLMs with additional layers to fuse
visual features, reducing the number of required visual
tokens while introducing extra training cost. In terms
of data construction, recent studies have made significant
progress [34, 38, 43, 63, 82, 95, 98]. For example, Omni-
Corpus [38] offers a noisy but large-scale multimodal cor-
pus for pre-training, while MMInstruct [43] provides an
open-source, high-quality instruction-tuning dataset. Addi-
tionally, MMPR [82] constructs a preference dataset focus-
ing on multimodal reasoning abilities. Regarding training
algorithms, the InternVL2.5 series [15, 82] proposes square
loss and Mix Preference Optimization to enhance MLLM
capabilities. Despite these advancements, existing works
primarily focus on the training process of MLLMs, leav-
ing Test-Time Scaling (TTS) for MLLMs largely underex-
plored. In this work, we investigate TTS applications for
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Question:
As shown in the figure, AB parallel CD, EG bisects angle BEF, then angle 2 is equal to ()
Choices: A:50° B:60° C:65° D:90°

Solution: 
## Step-0 (Neural) Reasoning:
## Step-1 (Correct)    Given Information: \( AB \parallel CD \) (AB is parallel to CD). \( EG \) bisects \( \angle BEF \). \( \angle 1 = 50^\circ \). 
## Step-2 (Correct)    Understanding the Geometry: Since \( AB \parallel CD \), the transversal \( EG \) creates alternate interior angles and corresponding angles.

\( EG \) bisects \( \angle BEF \), meaning \( \angle BEG = \angle GEF \).
## Step-3 (Correct)    Relationship Between Angles: \( \angle BEF = \angle BEG + \angle GEF \).
## Step-4 (Incorrect) Since \( EG \) bisects \( \angle BEF \), \( \angle BEG = \angle GEF = 50^\circ \).
## Step-5 (Correct)   Finding \( \angle 2 \): \( \angle 2 \) and \( \angle GEF \) are congruent because \( AB \parallel CD \) and \( EG \) is a transversal.
## Step-6 (Incorrect) Therefore, \( \angle 2 = \angle GEF = 50^\circ \). 
## Step-7 (Incorrect) Final Answer: The correct option is A.

Data Example from VisualProcessBench

Question:
Find m \angle S.

Data Example from VisualPRM400K

Solution: 
## Step-0 (mc=0.75) To find \( m \angle S \) in the given quadrilateral, we’ll use the property that the sum of the interior angles of any quadrilateral is \( 360^\circ \).
## Step-1 (mc=0.5) Step 1: Write the equation for the sum of the angles: \[ (2x + 5)^\circ + x^\circ + (2x + 7)^\circ + x^\circ = 360^\circ \]
## Step-2 (mc=0.5625) Step 2: Simplify the equation:

\[ 2x + 5 + x + 2x + 7 + x = 360 \]
\[ 6x + 12 = 360 \]

## Step-3 (mc=0.5) Step 3: Solve for \( x \):
\[ 6x + 12 = 360 \]
\[ 6x = 360 - 12 \]
\[ 6x = 348 \]
\[ x = 58 \]

## Step-4 (mc=0.0) Step 4: Substitute \( x \) back into \( m \angle S \) which is given as \( x \): \[ m \angle S = x = 58^\circ \]
## Step-5 (mc=0.0)   Final answer: 58

Figure 2. Data examples in VisualPRM400K and VisualProcessBench. For VisualPRM400K, we generate the data using an automatic
data pipeline. The key idea is to estimate the expected accuracy mci of the given step s≤i based on Monte Carlo sampling and consider
the step correct if mci > 0. During the training process of VisualPRM, the data is formulated as multi-turn conversations and the model
is required to predict the correctness of each step conditioned on the image, question, and previous steps. For VisualProcessBench, we
collect questions from existing multimodal reasoning benchmarks [60, 78, 90, 93, 99] and generate the solutions using leading MLLMs [4,
15, 58, 72, 82]. Based on these questions and solutions, we employ a team of human experts with at least a university degree to manually
annotate the correctness of each step in the solutions.

MLLMs, specifically focusing on the Best-of-N evaluation
to improve multimodal reasoning performance.
Process Reward Models. Reward models play a cru-
cial role in Reinforcement Learning (RL) [2, 26, 64, 66]
and TTS [20, 51, 68, 79]. Outcome Reward Models
(ORMs) [55, 77, 92] directly assign an overall score to
the given response. In contrast, Process Reward Mod-
els (PRMs) first estimate the quality of each step in the
given response and then aggregate them into a final score.
PRM800K [39] is the first open-source process supervision
dataset, entirely annotated by human experts. To reduce an-
notation costs, MathShepherd [79] and OmegaPRM [51] in-
troduce a Monte Carlo sampling-based data pipeline to au-
tomatically estimate the quality of each step. Despite these
advancements in natural language processing, multimodal
PRMs remain largely underexplored. In this work, we in-
troduce VisualPRM400K, the first multimodal process su-
pervision dataset, and develop VisualPRM, a multimodal
PRM trained on this dataset.
Benchmarks for Reward Models. The evaluation of re-
ward models (RMs) is a crucial research topic. A series
of benchmarks [33, 37, 44] have been proposed to assess

the effectiveness of RMs, typically formulated as a binary
preference judgment task. Building on this, subsequent
work [97] extends the evaluation settings and includes both
pairwise and Best-of-N evaluations, providing a more com-
prehensive evaluation of RM performance. With the rapid
advancement of PRMs, a series of benchmarks [69, 96] have
been introduced to evaluate their step-wise judgment capa-
bilities. Despite these developments, there remains a lack
of a multimodal process benchmark. To bridge this gap and
support the development of multimodal PRMs, we intro-
duce VisualProcessBench, a benchmark designed to eval-
uate the ability of PRMs and MLLMs to detect erroneous
steps in multimodal reasoning tasks.

3. Method

During Best-of-N (BoN) evaluation, a critic model is re-
quired to estimate the quality of each response candidate.
In this work, we formulate the critic model as a Process
Reward Model (PRM). To develop a multimodal PRM, we
first construct VisualPRM400K, a dataset comprising about
400K multimodal process supervision data, as detailed in
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Question:
Find m \angle S.

Step-0:
To find \(m \angle S \) …

mc = 0.75

Correct (+)

Good (+)

Step-1:
Write the equation for …

mc = 0.5

Correct (+)

Bad (-)

…

Step-4:
Substitute \(x\) back …

mc = 0.0

Incorrect (-)

Bad (-)

Step-5:
Final answer: 58

mc = 0.0

Incorrect (-)

Tie (=) Advantage-based PRM

Expected Accuracy

Question & Solution

Value-based PRM

Figure 3. Different modeling methods for PRMs. PRMs are developed to estimate the quality of each step in a given solution. For
value-based PRMs, the quality of a certain step is determined by its expected accuracy mci, where a step is considered correct if mci > 0.
For advantage-based PRMs, the quality of a certain step is determined by the improvement of mci over mci−1, where a step is considered
good if mci − mci−1 > 0. During the training stage, the output space of PRMs is discretized into specific tokens, while during the
inference stage, we compute the step score as the weighted sum of the generation probability for these discretized tokens.

Section 3.1. We then describe our PRM’s modeling ap-
proach in Section 3.2. Furthermore, to support the evalu-
ation of critic models, we establish VisualProcessBench to
measure the abilities of critic models to detect erroneous
steps in multimodal reasoning, as introduced in Section 3.3.

3.1. VisualPRM400K
Definition. As shown in Figure 2, each data sam-
ple in our VisualPRM400K consists of an image I ∈
I, a question q ∈ Q, a step-by-step solution s =
{s0, s1, · · · , sn} ∈ S, and the expected accuracy annota-
tion mc = {mc0,mc1, · · · ,mcn},mci ∈ R≥0 for each
step, where n is the number of steps of a certain solution
and mci denotes the expected accuracy of step si. The im-
age sets I and question sets Q are collected from MMPR
v1.1 [82], while the step-by-step solutions S are sampled
using InternVL2.5 series models [15, 82].
Process Supervision Generation. Given an image I , a
question q, and a solution s = {s0, s1, · · · , sn}, we an-
notate the correctness of each step si using an automatic
data pipeline. The key idea is to estimate the expected ac-
curacy of given steps s≤i based on Monte Carlo sampling.
Specifically, the model is required to complete the solution
as follows:

s̃>i ∼ M(s̃>i | I, q, s≤i), (1)

where s̃>i is the completion of s≤i. Besides, the expected
accuracy of si is defined as:

mci =
num(correct completions)

num(sampled completions)
. (2)

Notably, to reduce the data construction costs, we set the
max number of steps to 12 and evenly merge the steps if the
number of current steps exceeds the threshold.
Statistics. During the construction process, we sample 4 so-
lutions for each image-question pair and split each of them
into at most 12 steps. For each step, we sample 16 contin-
uations and compute mi according to these continuations.
The resulting dataset comprises approximately 400K sam-
ples and 2 million steps with process supervision. Each re-
sponse averages 126.9 words and 5.6 steps, while each step

averages 22.6 words. Among these steps, about 10% are
incorrect steps. Despite the imbalanced distribution of cor-
rect and incorrect steps, our PRM demonstrates promising
performance, as shown in Section 4.

3.2. VisualPRM
Overview. During the training process, we formulate the
process supervision problem as a multi-turn chat task so
that we can effectively leverage the generation ability of
MLLMs. The image I , question q, and the first step s0 of
the solution to this question are included in the first turn and
a new step is presented in each subsequent turn. The model
is required to predict the quality of the given step in each
turn as follows:

yi ∼ M(yi | I, q, s≤i), (3)

where yi denotes the quality of i-th step.
For value-based PRMs, the quality of a certain step is
determined by its expected accuracy mci, which is simi-
lar to the definition of the value function in reinforcement
learning. Following Math-Shepherd [20, 79], we require the
model to predict the correctness ci ∈ {+,−} of the given
step, rather than the exact score of mci. The i-th step is con-
sidered correct if mci > 0. We also try to set a threshold
to reduce false positive steps, but find that such a threshold
negatively impacts the PRM performance, as shown in Sec-
tion 7. Notably, unlike previous works [20, 39, 79], which
choose to supervise only up to the first incorrect step, we
always supervise all steps.
For advantage-based PRMs, the quality of a certain step is
determined by the improvement of mci over mci−1, which
is analogous to the definition of the advantage function in
reinforcement learning. Similar to value-based PRMs, the
quality space is discretized into predefined values {+,=
,−}, meaning that the i-th step si results in a superior, com-
parable, or inferior situation.
During inference stage, we first compute the scores of
each step and then merge them to obtain the response
score. Specifically, the score for each step is defined as
the weighted sum of the generation probability for the dis-
cretized scores. For value-based PRMs, the weights for
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Statistics Number
Total Samples 2866

- MMMU [90] 267
- MathVision [78] 712
- MathVerse [93] 1026
- DynaMath [99] 570
- WeMath [60] 291

Source Solutions 2866
- GPT-4o [58] 870
- Claude-3.5-Sonnet [4] 865
- QvQ-72B-Preview [72] 825
- InternVL2.5-78B [15] 306

Total Steps 26950
- Correct Steps 16585
- Incorrect Steps 7691
- Neural Steps 2674

Query Word Length Quartile (22, 24, 50)
Response Word Length Quartile (137, 193, 552)
Step Word Length Quartile (13, 31, 67)
Number of Steps per Solution 9.4

Table 1. Statistics of VisualProcessBench.

{+,−} are {1, 0}. For advantage-based PRMs, the weights
for {+,=,−} are {1, 0,−1}. Without further explanation,
we average the scores of each step as the response score.

3.3. VisualProcessBench
Definition. Each sample in our benchmark consists of a
multimodal reasoning question, a step-by-step solution, and
correctness annotations for each step. Considering that re-
cent models begin to demonstrate reflection abilities to rec-
tify their own reasoning process, the evaluation setting used
in previous works [39, 96], which only requires the model
to find the first erroneous step, may lead to a false negative
estimation. Therefore, our benchmark requires the model to
identify all erroneous steps in the given solution instead of
only the first erroneous step.
Data Source. Our benchmark focuses on multimodal rea-
soning tasks, collecting images and questions from exist-
ing representative multimodal reasoning benchmarks, in-
cluding MMMU [90], MathVision [78], MathVerse [93],
DynaMath [99], and WeMath [60]. Given these questions,
we generate step-by-step solutions using leading MLLMs,
including GPT-4o [58], Claude-3.5-Sonnet [4], Gemini-
2.0-Flash [70], QvQ-72B-Preview [72], and InternVL2.5-
78B [15]. The solutions are sampled from different MLLMs
to ensure their diversity.
Step Correctness Annotation. We employ a team of hu-
man experts with at least a university degree to manually an-
notate the correctness of each step in the solutions. Specif-
ically, 13 people worked for 3 days, resulting in a work-
load of 39 person-days. The cost per person-day is approx-
imately 37 dollars. During the annotation process, anno-
tators are provided with the image, question, ground truth
answer, and each step of the solution. Their task is to assign

each step in the solution a label of positive, negative, or neu-
tral, as illustrated in Figure 2. A positive label indicates that
the step is correct, while a negative label signifies an incor-
rect step. The neural label is assigned to steps that do not
involve any reasoning process or provide no additional in-
formation. To ensure the annotation quality, annotators are
permitted to skip questions they do not understand. During
the annotation process, our dataset is divided into 10 splits,
each containing approximately 300 samples. For each split,
the authors of this paper manually review about 10% of the
samples. Splits with erroneous annotations are sent back for
re-annotation. See Section 10 for more data examples.
Statistics. As shown in Table 1, our benchmark comprises
2866 samples. To enhance the diversity of our evaluation
samples, we gather questions and solutions from a wide
range of benchmarks and models while carefully regulat-
ing their distribution. The statistics of step distribution are
presented in Section 8.
Metrics. In this work, we use macro F1 scores to compare
model performance, aiming to mitigate the impact of the
imbalanced distribution between correct and incorrect steps.
Specifically, we first compute the F1 scores separately for
correct and incorrect steps and then take their average to
obtain the overall score.

4. Experiments
In this section, we first employ VisualPRM to evaluate vari-
ous MLLMs using BoN evaluation strategies in Section 4.1,
demonstrating that PRMs can significantly enhance the rea-
soning abilities of MLLMs. Next, we evaluate our Visual-
PRM and other leading MLLMs on VisualProcessBench in
Section 4.2. Finally, the ablation studies are presented in
Section 4.3 and Section 7.

4.1. Results with Best-of-N evaluation
Benchmarks. We evaluate the reasoning abilities of
MLLMs across seven benchmarks, including MMMU [90],
MathVista [50], MathVision [78], MathVerse [93], Dyna-
Math [99], WeMath [60], and LogicVista [87]. The evalua-
tion samples include subject-based, mathematical, and log-
ical reasoning problems. We report the worst-case accuracy
for DynaMath and the overall accuracy for the remaining
benchmarks. For MathVerse, we report the performance on
the Vision-Only split.
Settings. Without further explanation, we use VisualPRM
as the critic model for BoN evaluation and set N to 8 by
default. The policy model is required to generate N distinct
step-by-step Chain-of-Thought (CoT) reasoning processes
with a temperature of 0.7. The response with the highest
score is then selected to determine the correctness.
Results. As shown in Table 2, VisualPRM greatly en-
hances the reasoning abilities of MLLMs across different
model scales and families. Specifically, for models with
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Model MMMU MathVista MathVision MathVerse-VO DynaMath WeMath LogicVista Overall

Proprietary Models

GPT-4o [58] 70.7 60.0 31.2 40.6 34.5 45.8 52.8 47.9
Gemini-2.0-Flash [61] 69.9 70.4 43.6 47.8 42.1 47.4 52.3 53.4
Claude-3.5-Sonnet [4] 66.4 65.3 35.6 46.3 35.7 44.0 60.4 50.5

Open-source Models

MiniCPM-V2.6-8B [89] 49.8 60.8 23.4 18.9 9.8 16.4 27.5 29.5
+VisualPRM 56.8 65.7 24.7 35.8 11.2 31.0 37.4 37.5

+7.0 +4.9 +1.3 +16.9 +1.4 +14.6 +9.8 +8.0

Qwen2.5-VL-7B [7] 55.0 67.8 25.4 41.1 21.0 35.2 44.1 41.4
+VisualPRM 58.6 70.3 31.3 44.3 23.0 39.8 48.3 45.1

+3.6 +2.5 +5.9 +3.2 +2.0 +4.6 +4.2 +3.7

InternVL2.5-8B [15] 56.2 64.5 17.0 22.8 9.4 23.5 36.0 32.8
+VisualPRM 60.2 68.5 25.7 35.8 18.0 36.5 43.8 41.2

+4.0 +4.0 +8.7 +13.0 +8.6 +13.0 +7.8 +8.4

InternVL2.5-26B [15] 60.7 68.2 23.4 24.0 11.4 30.9 39.6 36.9
+VisualPRM 63.9 73.1 29.6 39.1 23.2 40.8 51.0 45.8

+3.2 +4.9 +6.2 +15.1 +11.8 +9.9 +11.4 +8.9

InternVL2.5-38B [15] 63.9 71.9 32.2 36.9 20.0 38.3 47.9 44.4
+VisualPRM 69.0 73.9 35.2 46.7 30.5 46.2 53.7 50.7

+5.1 +2.0 +3.0 +9.8 +10.5 +7.9 +5.8 +6.3

InternVL2.5-78B [15] 70.0 72.3 32.2 39.2 19.2 39.8 49.0 46.0
+VisualPRM 70.7 75.1 35.9 47.1 31.3 49.1 53.9 51.9

+0.7 +2.8 +3.7 +7.9 +12.1 +9.3 +4.9 +5.9

Table 2. Results on seven multimodal reasoning benchmarks. MMMU [90] is a multidisciplinary reasoning benchmark. MathVista [50],
MathVision [78], MathVerse [93], DynaMath [99], and WeMath [60] are mathematics benchmarks. For MathVerse, we report the perfor-
mance on Vision-Only (VO) split. LogicVista [87] is a logical reasoning benchmark. Part of the results are collected from the OpenCompass
leaderboard [19]. The overall score is the average score of the above benchmarks. By using VisualPRM as the critic model, existing open-
source MLLMs achieve significant improvements in reasoning ability under the Best-of-8 evaluation strategy.

fewer than 10 billion parameters, the overall performance
of InternVL2.5-8B, MiniCPM-V-8B, and Qwen2.5-VL-7B
improves by 8.4, 8.0, and 3.7 points, respectively, demon-
strating the effectiveness of test-time scaling across differ-
ent model families. For larger models, InternVL2.5-26B,
InternVL2.5-38B, and InternVL2.5-78B also achieve sub-
stantial performance gains over their counterparts without
TTS, further validating the scalability and effectiveness of
TTS across different model sizes.

4.2. Results on VisualProcessBench

Settings. For the evaluation of PRMs, a step is considered
correct if the probability of outputting “+” exceeds that of
outputting “−” by a certain threshold. For the evaluation of
MLLMs, the model is prompted to analyze each step and
determine its correctness, classifying it as either correct or
incorrect. When computing the F1 score, we exclude steps
labeled as neural by human annotators in Section 3.3.
Results. As shown in Table 3, most existing MLLMs strug-
gle to accurately assess the correctness of each step. Specif-
ically, the overall F1 score for random guessing is 50.0,
while most open-source MLLMs achieve scores close to

this baseline, highlighting their limitations as critic mod-
els. We manually check the judgments of these open-source
MLLMs and observe that these models tend to provide pos-
itive analysis and label most steps as correct. For example,
InternVL2.5-8B achieves an F1 score of 76.8 for positive
steps, while its F1 score for negative steps is only 19.2, in-
dicating that InternVL2.5-8B rarely identifies steps as in-
correct. Furthermore, compared to proprietary models, our
VisualPRM demonstrates competitive performance, achiev-
ing an overall F1 score of 62.0—outperforming GPT-4o
and GPT-4o-Mini, and performing on par with Gemini-2.0-
Flash. Notably, our model, with only 8 billion parameters,
is more efficient than these proprietary counterparts.

4.3. Ablation Studies

Effects of BoN. Here, we increase the number of response
candidates sampled from InternVL2.5-8B and select the fi-
nal response using Self-Consistency (SC) [86], Outcome
Reward Model (ORM), and PRM. The training data for
ORM are nearly identical to those used for PRM, except that
all steps are concatenated into a single step and step-wise
correctness annotations are converted into a single correct-
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Model MMMU MathVision MathVerse-VO DynaMath WeMath Overall
Random Guessing 50.0 50.0 50.0 50.0 50.0 50.0

Proprietary Models

GPT-4o-Mini [58] 53.6 58.9 57.1 56.7 58.5 57.9
GPT-4o [58] 56.3 60.2 59.7 59.0 63.3 60.3
Gemini-2.0-Flash [61] 58.5 60.1 62.8 66.7 58.7 62.3

Open-source Models

MiniCPM-V2.6-8B [89] 44.9 50.9 58.9 46.7 57.4 50.4
LLaVA-OV-7B [35] 45.7 43.0 42.2 44.7 52.5 44.4
LLaVA-OV-72B [35] 46.1 48.4 53.0 57.0 57.3 52.3
Qwen2.5-VL-7B [7] 53.1 51.8 47.8 51.3 54.2 51.0
Qwen2.5-VL-72B [7] 59.2 59.0 59.7 62.9 62.3 60.5
InternVL2.5-8B [15] 47.1 45.5 47.8 50.3 50.8 48.0
InternVL2.5-26B [15] 48.8 47.4 49.2 50.4 51.4 49.2
InternVL2.5-38B [15] 51.5 48.4 50.9 51.8 52.5 50.8
InternVL2.5-78B [15] 52.0 51.7 53.7 50.8 52.5 52.6

VisualPRM (ours) 58.5 62.1 61.0 62.7 61.8 62.0

Table 3. Results on VisualProcessBench. We report the macro F1 of the correct and incorrect steps. The overall score is the micro average
of the score from different data sources. Our VisualPRM exhibits state-of-the-art performance among open-source models.

ness label for the outcome. As shown in Figure 4, increasing
the number of response candidates N improves the reason-
ing performance of InternVL2.5-8B and MiniCPM-V2.6-
8B when using SC, ORM, or PRM, with PRM yielding
the most significant improvements. Specifically, when us-
ing InternVL2.5-8B as the policy model, PRM outperforms
SC and ORM by 2.4 and 1.5 points, respectively, under the
Best-of-8 evaluation setting. Moreover, this performance
gap widens as N increases, reaching 3.1 and 4.3 points
when N is set to 128. Notably, when using ORM as the
critic model, although performance improves during Best-
of-8 evaluation, further increasing N does not lead to con-
sistent gains for InternVL2.5-8B. For example, the Best-of-
128 performance is inferior to the Best-of-64 performance.
These results highlight the effectiveness of PRM in TTS.

Effects of PRM modeling methods. Here, we compare the
value-based PRM and the advantage-based PRM introduced
in Section 3.2, along with different methods for aggregating
step scores into a final score, including averaging, as well
as selecting the maximum or minimum value. The results
are presented in Table 4. We find that value-based PRMs
outperform advantage-based PRMs in both BoN evaluation
settings and VL-ProcessBench. We attribute this to the in-
herent noise in our training data, which is generated through
an automatic data pipeline, making it challenging to accu-
rately determine whether a given step contributes to higher
or lower expected accuracy. We also compare two training
strategies: supervising all steps (i.e., w/o early stop) versus
supervising only up to the first incorrect step (i.e., w. early
stop) during training. Experimental results show that the
former yields better performance. Regarding different score
aggregation methods, we find that selecting the maximum
value results in poorer performance compared to averag-
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Figure 4. Overall Best-of-N results across seven multimodal
reasoning benchmarks with different policy and critic models.
VisualPRM consistently enhances reasoning performance of both
InternVL2.5-8B and MiniCPM-V as N increases and outperforms
the improvement introduced by Self-Consistency and ORM, high-
lighting the effectiveness of PRM in Test-Time Scaling.

ing or taking the minimum value. Analyzing the generated
scores reveals that most responses contain a high-scored
step, close to 1, at the beginning of the solution. This phe-
nomenon likely arises because most erroneous steps appear
in the middle of the solution. Our statistics of VisualPro-
cessBench presented in Section 8 further demonstrate this
conclusion. Furthermore, averaging performs better than
selecting the maximum value, likely because the latter relies
on a single step’s score, while averaging accounts for mul-
tiple steps and can be considered as an ensemble approach,
which benefits the step quality estimation.

MLLM-as-a-Judger. Existing MLLMs can be prompted to
serve as a critic model. However, as shown in Table 4, the
InternVL2.5 series struggle to improve BoN performance,
resulting in only marginal improvements. Upon analyzing
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Critic Model BoN VL-ProcessBench

Pass@1 32.8 -
Random Guessing 33.0 50.0

InternVL2.5-8B 33.2 48.0
InternVL2.5-78B 34.2 52.6

Advantage-based PRM
+Min 36.8 55.0
+Max 36.9 55.0
+Average 37.4 55.0

Value (w. early stop)
+Min 40.3 61.6
+Max 37.0 61.6
+Average 40.6 61.6

Value (w/o early stop)
+Min 40.4 62.0
+Max 35.9 62.0
+Average 41.1 62.0

Table 4. Comparison of different critic models and score ag-
gregation methods. Note that score aggregation methods do not
affect performance on VisualProcessBench, which focuses on step
correctness judgement. We find that supervising all steps (w/o
early stop) during training perform slightly better than supervis-
ing only up to the first incorrect step (w. early steop).

the generated scores, we find that these models assign sim-
ilar scores to most solutions. Consistent with our observa-
tions in Section 4.2, the InternVL2.5 series tend to gener-
ate positive judgments for most steps, which hinders their
ability to effectively distinguish and select the truly supe-
rior response. In addition to their effectiveness as critic
models for MLLMs, their inference latency also limits effi-
ciency. Specifically, MLLMs generate judgments for each
step in an autoregressive manner, which is time-consuming.
In contrast, our VisualPRM computes scores for all steps in
a single forward pass by using a “+” as a placeholder for
model responses and interpreting its generation probability
as the step score.
Results on text-only performance. To assess the ef-
fectiveness of VisualPRM on text-only inputs, we evalu-
ate the Qwen2.5 series [88] and InternVL2.5 series [15]
on three text reasoning benchmarks under BoN evalua-
tion settings: GSM8K [18], MATH-500 [25], and GPQA-
Diamond [62]. We report accuracy as the evaluation metric
for these benchmarks. As shown in Table 5, our model en-
hances the text reasoning abilities of both the Qwen2.5 se-
ries and the InternVL2.5 series. Specifically, Qwen2.5-7B
achieves improvements of 6.1 and 5.0 points on MATH-500
and GPQA-Diamond, respectively. Similarly, Qwen2.5-
72B demonstrates gains of 2.1 and 6.6 points on these
benchmarks. For the InternVL2.5 series, InternVL2.5-8B,
InternVL2.5-38B, and InternVL2.5-78B achieve improve-
ments of 9.4 and 5.0, 4.6 and 8.1, and 7.4 and 3.5 points,
respectively, on MATH-500 and GPQA-Diamond. These

Model GSM8K MATH-500 GPQA

Large Language Models

Qwen2.5-7B [88] 91.6 75.5 36.4
+VisualPRM 94.5 81.6 41.4

+2.9 +6.1 +5.0

Qwen2.5-32B [88] 95.9 83.1 49.5
+VisualPRM 96.1 85.4 53.5

+0.2 +2.3 +4.0

Qwen2.5-72B [88] 95.8 83.1 49.0
+VisualPRM 96.5 85.2 55.6

+0.7 +2.1 +6.6

Multimodal Large Language Models

InternVL2.5-8B [15] 81.9 56.8 29.3
+VisualPRM 82.9 66.2 34.3

+1.1 +9.4 +5.0

InternVL2.5-38B [15] 94.6 75.4 44.4
+VisualPRM 95.6 80.0 52.5

+1.0 +4.6 +8.1

InternVL2.5-78B [15] 93.6 70.4 47.5
+VisualPRM 94.5 77.8 51.0

+0.9 +7.4 +3.5

Table 5. Results on text reasoning benchmarks. GSM8K and
MATH500 are mathematics benchmarks, while GPQA is a multi-
disciplinary reasoning benchmark. For GPQA, we report the per-
formance on the Diamond split. Our VisualPRM enhances the text
reasoning abilities of both LLMs and MLLMs under the Best-of-8
evaluation settings.

results demonstrate the effectiveness of our VisualPRM in
text-only scenarios.

5. Conclusion

In this work, we construct VisualPRM400K, a dataset com-
prising about 400K multimodal process supervision data.
Building upon this dataset, we develop VisualPRM, an ad-
vanced multimodal Process Reward Model (PRM) capable
of estimating the value score of each step during the reason-
ing process. With the Best-of-N (BoN) evaluation strate-
gies, our model improves the reasoning abilities of existing
Multimodal Large Language Models (MLLMs) across dif-
ferent model scales and families. Experimental results show
that our model exhibits superior performance compared to
Outcome Reward Models and Self-Consistency during BoN
evaluation, highlighting the effectiveness of PRMs in Test-
Time Scaling. To further facilitate the development of mul-
timodal critic models, we construct VisualProcessBench,
a benchmark designed to measure the abilities of PRMs
and MLLMs to detect incorrect steps in multimodal rea-
soning tasks. Evaluation results show that existing open-
source MLLMs struggle to effectively judge the correctness
of each step. We hope that our work can inspire more future
research and contribute to the development of MLLMs.
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6. Training Hyper-parameters
During the training process of VisualPRM, the data-packing
strategy [15] is enabled during training. We employ the
AdamW optimizer [46] with the β1 of 0.9, the β2 of 0.999,
and the weight decay of 0.05. The learning rate is initialized
as 1e-5. The training phases include a linear warmup that
lasts until the first 5% of training steps. The warmup is fol-
lowed by a cosine decay strategy with a minimum learning
rate of 0. We set the training epoch to 1.

7. More Ablation Studies
7.1. Effects of Training Hyper-parameters
When training our value-based Process Reward Model
(PRM) using VisualPRM400K, we define a step as correct if
its expected accuracy exceeds 0. In this section, we analyze
the impact of varying expected accuracy thresholds for de-
termining step correctness. As shown in Table 8, increasing
the threshold results in a decline in both Best-of-8 evalua-
tion performance and VisualProcessBench scores. These re-
sults are consistent with the observation in Qwen2.5-Math-
PRM [94]. Therefore, we suggest setting the threshold to 0
during training.

7.2. Effects of Generation Hyper-parameters
In this section, we analyze the impact of generation temper-
ature on the Best-of-8 evaluation. As shown in Table 8, as
the temperature increases from 0.3 to 1.3, the overall perfor-
mance of InternVL2.5-8B first improves and then declines.
We attribute this phenomenon to the trade-off between re-
sponse diversity and accuracy. When the temperature is
low (e.g., set to 0.3), the generated responses lack diver-
sity, limiting the model’s performance upper bound. Con-
versely, when the temperature is high (e.g., set to 1.3), the
responses become more random, reducing the accuracy of
individual responses and lowering the model’s overall per-
formance ceiling.

7.3. Effects of Best-of-N evaluation
In this section, we present the Best-of-N evaluation results
as N increases, as shown in Table 6 and Table 7. Our results
indicate that as N increases, VisualPRM consistently en-
hances the reasoning abilities of InternVL2.5-8B [15] and
MiniCPM-V2.6 [89]. Specifically, as N increases from
8 to 128, the overall performance of InternVL2.5-8B im-
proves from 41.2 to 44.0, while MiniCPM-V2.6 improves
from 37.5 to 40.4, demonstrating the scalability of Test-
Time Scaling for MLLMs.
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Figure 5. Step Distribution of VisualProcessBench. The X-axis
represents the step index. (a) The Y-axis indicates the proportion
of steps at each index relative to the total number of steps, reflect-
ing the distribution of step positions in solutions. (b) The Y-axis
represents the error rate of steps at each index, showing the likeli-
hood of errors occurring at different step positions.

8. More Statistics for VisualProcessBench
The statistics for step distribution of VisualProcessBench is
presented in Figure 5. We observe that most solutions con-
sist of fewer than 15 steps. Among these solutions with
fewer than 15 steps, most solutions contain about 7 or 13
steps. For the correctness of each step, we observe that the
error rate is lower in the first three steps and then increases
as the step index grows. We attribute this to the fact that
problems requiring more reasoning steps tend to be more
challenging, leading to a gradual rise in step error rates.
Notably, starting from step 15, the error rate drops sharply.
This is because the number of steps in this range is relatively
small, resulting in significant statistical fluctuations.

9. More Data Examples in VisualPRM400K
In this section, we provide more data examples of Visual-
PRM400K in Figure 6 from different domains, including
general visual question answering (VQA) [23, 28, 48, 52],
science [13, 31, 49], chart [12, 29, 53], mathematics [11, 22,
30, 40, 47, 65], OCR [8, 27, 54, 56, 67], and document [17].

10. More Data Examples in VisualProcess-
Bench

In this section, we provide more data examples in Visual-
ProcessBench from different data sources. Specifically, we
randomly choose three examples from our benchmark and
visualize them in Figure 7. Additionally, in Figure 8, we
provide an example where the model initially generates an
incorrect answer and then autonomously corrects it.
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Model BoN MMMU MathVista MathVision MathVerse-VO DynaMath WeMath LogicVista Overall

Self Consistency

1 56.2 64.5 17.0 22.8 9.4 23.5 36.0 32.8
8 58.0 65.9 23.4 30.5 18.4 32.7 43.0 38.8

16 58.6 65.8 26.3 32.1 19.4 33.0 43.4 39.8
32 60.4 66.7 28.0 32.6 20.8 34.1 44.7 41.0
64 59.7 66.7 26.6 33.2 20.6 35.8 43.4 40.9

128 60.6 67.4 25.7 32.0 22.6 34.7 43.2 40.9

VisualORM

1 56.2 64.5 17.0 22.8 9.4 23.5 36.0 32.8
8 60.2 67.0 25.3 32.5 16.4 35.0 41.8 39.7

16 58.3 67.7 27.0 33.6 16.6 33.1 39.1 39.3
32 58.6 67.9 26.3 33.6 17.4 34.4 42.1 40.0
64 59.4 66.8 28.6 33.9 17.8 34.1 42.3 40.4

128 59.4 66.6 28.3 33.5 16.8 32.3 40.9 39.7

VisualPRM

1 56.2 64.5 17.0 22.8 9.4 23.5 36.0 32.8
8 60.2 68.5 25.7 35.8 18.0 36.5 43.8 41.2

16 60.2 69.9 27.3 36.4 19.0 38.8 42.5 42.0
32 60.3 70.4 29.6 37.8 17.2 40.3 43.4 42.7
64 61.4 69.6 30.6 38.2 18.8 40.2 45.4 43.5

128 61.7 70.8 30.3 39.3 19.4 40.9 45.4 44.0

Table 6. Overall Best-of-N results of InternVL2.5-8B across seven multimodal reasoning benchmarks with different critic models.

Model BoN MMMU MathVista MathVision MathVerse-VO DynaMath WeMath LogicVista Overall

Self Consistency

1 49.8 60.8 23.4 18.9 9.8 16.4 27.5 29.5
8 51.8 58.9 21.7 31.5 10.0 22.6 35.6 33.2

16 51.7 60.2 21.7 31.5 11.6 25.7 35.3 34.0
32 52.2 60.1 24.3 33.1 11.4 24.3 36.0 34.5
64 51.7 61.0 23.4 34.8 12.8 25.8 35.3 35.0

128 53.2 61.7 25.7 33.5 13.0 25.6 35.6 35.5

VisualORM

1 49.8 60.8 23.4 18.9 9.8 16.4 27.5 29.5
8 55.7 66.0 22.0 33.5 10.2 24.1 38.9 35.8

16 56.4 65.3 24.0 32.1 10.4 27.3 36.5 36.0
32 58.8 64.8 19.7 35.7 12.0 29.4 38.5 37.0
64 58.2 67.3 22.7 35.5 11.0 30.1 37.6 37.5

128 58.2 66.5 25.3 35.4 11.6 30.0 40.7 38.2

VisualPRM

1 49.8 60.8 23.4 18.9 9.8 16.4 27.5 29.5
8 56.8 65.7 24.7 35.8 11.2 31.0 37.4 37.5

16 58.8 68.6 24.0 37.3 12.4 32.7 39.8 39.1
32 57.8 68.4 26.6 38.5 13.4 35.3 39.1 39.9
64 58.6 69.4 25.3 39.7 12.2 38.2 36.9 40.0

128 59.3 69.4 25.3 39.1 14.4 37.0 38.3 40.4

Table 7. Overall Best-of-N results of MiniCPM-V2.6 across seven multimodal reasoning benchmarks with different critic models.
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Model MMMU MathVista MathVision MathVerse-VO DynaMath WeMath LogicVista Overall VL-ProcessBench

Threshold

Threshold=0.00 59.3 68.5 25.7 35.8 18.0 36.5 43.8 41.1 62.0
Threshold=0.625 59.7 66.8 24.7 36.7 18.4 35.0 41.8 40.4 61.0
Threshold=0.125 58.0 67.9 27.6 35.4 17.4 35.3 41.6 40.5 60.7
Threshold=0.25 58.6 67.6 25.7 33.6 16.8 36.0 41.4 40.0 60.2

Temperature

Temperature=0.3 59.7 69.4 26.0 32.6 17.6 35.5 42.7 40.5 -
Temperature=0.7 59.3 68.5 25.7 35.8 18.0 36.5 43.8 41.1 -
Temperature=1.0 61.7 67.2 27.3 35.8 16.6 34.2 43.2 40.9 -
Temperature=1.3 57.9 66.1 25.0 32.1 16.8 31.9 40.5 38.6 -

Table 8. Ablation studies about the effects of expected accuracy threshold and generationo temperaure.

Question:
What is the total amount of this receipt?

OCR

Solution: 
## Step-0 (mc=0.5625) To determine the total amount on this receipt, follow these steps:
## Step-1 (mc=0.8125) 1.Identify the items and their prices on the receipt:

"S Tiger Bucket" costs RM 55.00.
## Step-2 (mc=0.5625) 2.Add up the total cost of the items:

Total cost of the items: RM 55.00.
## Step-3 (mc=0.4375) 3.Look for any additional charges (if any):

There is a service charge (S.Chrg) including GST of RM 5.83.
## Step-4 (mc=0.5625) 4.Include the service charge in the total cost:

Total with service charge: RM 55.00 + RM 5.83 = RM 60.83.
## Step-5 (mc=0.8125) 5.Total Sales (including GST):

RM 64.15 is listed under "Total Sales (Incl GST 6%)". This includes the GST (which is calculated based on the service charge).
## Step-6 (mc=0.5) 6.Calculate the amount paid by the customer:

Cash paid: RM 100.00.
## Step-7 (mc=0.625) 7.Subtract the total sales from the amount paid:

Change received: RM 100.00 - RM 64.15 = RM 35.85.
## Step-8 (mc=0.0625) So, the total amount on this receipt is the customer's cash payment:
## Step-9 (mc=0.0) Final answer: 100.00

(a)

Question:
What is the date mentioned in the document?

Document

Solution: 
## Step-0 (mc=0.0625) To determine the date mentioned in the document, let's follow these steps:
## Step-1 (mc=0.1875) 1.Look for any reference to a date in the text.

2.Identify the date by its numerical form or any text that explicitly mentions a date.
## Step-2 (mc=0.125) Steps broken down:
## Step-3 (mc=0.5625) 1.In the document, the date "11/20" is mentioned in the text.

2.This is likely an abbreviation of November 20, indicating a date.
## Step-4 (mc=0.0) Final answer: 11/20

(b)

3



Question:
Subtract all red shiny spheres. How many spheres are left?

Mathematics

Solution: 
## Step-0 (mc=0.6875) To determine how many spheres are left after subtracting the red shiny sphere, let's break down the objects in the image step by step:
## Step-1 (mc=0.0) 1.There are two spheres visible in the image.

2.One of these spheres is red and shiny.
3.The other sphere is blue and shiny.

## Step-2 (mc=0.0625) Since the question asks for the spheres after removing the red one, we need to subtract the red sphere from the total count of spheres.
## Step-3 (mc=0.0) Final answer: 1

(c)

Question:
Diagram D corresponds with what foot type?
Normal  Flat  Rigid  Big
Please answer the question based on the options mentioned before.

Science

Solution: 
## Step-0 (mc=0.75) To determine the foot type corresponding to Diagram D, let us analyze the footprint:
## Step-1 (mc=0.9375) 1.Normal Foot: This type of footprint generally shows evenly distributed pressure across the sole, with well-defined arches.
## Step-2 (mc=1.0)          2.Flat Foot: The footprint of a flat foot typically shows the entire foot pressing against the ground, with little to no arch (or almost no arch) visible.
## Step-3 (mc=1.0) 3.Rigid Foot: This type of footprint is harder to identify but generally tends to show little flexibility or bouncing when walking.
## Step-4 (mc=0.9375) 4.Big Foot: This option seems to refer to the general size of the foot rather than its type based on pressure distribution.
## Step-5 (mc=0.0)   Upon examining Diagram D, the footprint shows that the heel and the front of the foot are touching the ground while the arch is distinctly visible. 

This is characteristic of a normal foot, where there is a clear arch leaving an impression on the ground.
## Step-6 (mc=0.0) Final answer: Normal

(d)

Question:
Does this picture have symmetry?
A. yes
B. no

General VQA

Solution: 
## Step-0 (mc=0.625) To determine if the picture has symmetry, follow these steps:
## Step-1 (mc=0.0) 1.Identify the object in the picture. In this case, it is a stylized representation of a flying object.

2.Look at the object's shape. The object appears to be bilaterally symmetrical, meaning it is symmetrical around a line that runs down the 
middle of the object.
3.This symmetry can be demonstrated by the object appearing to be a mirror image of itself along the central vertical line.

## Step-2 (mc=0.0) Since the object appears to meet the criteria for symmetry, the answer is:
## Step-3 (mc=0.0) Final answer: A

(e)

Question:
What is the ratio between Democratic and Republican Party in Foreign policy?

Chart

Solution: 
## Step-0 (mc=0.5625) To determine the ratio between the percentage of Democrats and Republicans who believe that their party is better able to handle foreign 

policy, we need to look at the corresponding values in the table.
## Step-1 (mc=0.3125) 1.Identify the percentage of Democrats who think the Democratic Party is better at handling foreign policy.

In the "Foreign policy" row, the percentage is 41%.
## Step-2 (mc=0.375) 2.Identify the percentage of Republicans who think the Republican Party is better at handling foreign policy.

In the "Foreign policy" row, the percentage is 38%.
## Step-3 (mc=0.6875) 3.The ratio between the percentage of Democrats and Republicans is calculated by dividing the percentage of Democrats by the percentage of 

Republicans.
## Step-4 (mc=0.5) \[ \text{Ratio} = \frac{\text{Percentage of Democrats}}{\text{Percentage of Republicans}} \]
## Step-5 (mc=0.75)   \[ \text{Ratio} = \frac{41}{38} \]
## Step-6 (mc=0.0) Final answer: \( \frac{41}{38} \)

(f)

Figure 6. More data examples from VisualPRM400K.
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Question:
Based on <image 1>. When lines meet to form an enclosed area, this is formed.
A. Space  B. Shape  C. Form  D. Line

Solution: 
## Step-0 (Neural) To determine the correct answer, let's analyze the terms and their definitions:
## Step-1 (Correct)    1. **Space**: This refers to the area between or around elements of art. It can be positive (occupied by objects) or negative (empty).
## Step-2 (Correct)    2. **Shape**: This is an enclosed area created by lines or other elements. It can be geometric or organic.
## Step-3 (Correct)    3. **Form**: This refers to the three-dimensional aspect of an object, giving it volume and depth.
## Step-4 (Correct) 4. **Line**: This is a mark made by a moving point.
## Step-5 (Correct)   When lines meet to form an enclosed area, this is called a \"Shape.\" Therefore, the correct answer is:
## Step-6 (Correct) Final answer: B

Data Example from MMMU

(a)

Question:
Choose the correct key of each of the melody. <image 1>
A. B major  B. E major  C. A minor  D. E minor

Solution: 
## Step-0 (Neural) To determine the key of the melody, we analyze the key signature, accidentals, and the tonal center. Here's the breakdown:
## Step-1 (Correct)    1. **Key Signature**: The melody has a key signature with one sharp (F#), which corresponds to either **G major** or **E 

minor**.
2. **Accidentals**: The melody contains a D# accidental, which is the leading tone in the key of E minor. This suggests the 
melody is in **E minor**.

## Step-2 (Correct)    3. **Tonal Center**: The melody revolves around E as the tonic, further confirming **E minor** as the key.
## Step-3 (Correct)    ### Correct Answer: **D. E minor**

Data Example from MMMU

(b)

Question:
<image 1> If the economy starts at B and the money supply growth rate increases, in the long run the economy
A. moves to C.   B. moves to D.   C. stays at B.

Solution: 
## Step-0 (Correct) To understand the movement of the economy, we need to consider the Phillips Curve, which typically represents the inverse relationship between 

inflation and unemployment in the short run. In the long run, when the money supply growth rate increases, leading to higher inflation, the 
economy usually moves along the Phillips Curve to a new point where unemployment returns to its natural rate (also known as the Non-
Accelerating Inflation Rate of Unemployment or NAIRU).

## Step-1 (Correct)    1. **Identify the initial point (B)**: The economy starts at point B on the curve, where the unemployment rate is approximately 6% and the 
inflation rate is approximately 3%.

## Step-2 (Correct)    2. **Impact of increased money supply growth rate**: An increase in the money supply growth rate typically leads to higher inflation in the short 
run. This moves the economy along the Phillips Curve to a point with higher inflation but does not change the natural rate of unemployment.

## Step-3 (Correct)    3. **Phillips Curve movement**: In the long run, the higher inflation does not affect the natural rate of unemployment, which remains at the same 
level. So, the economy moves along the curve to maintain the same unemployment rate but with higher inflation.

## Step-4 (Incorrect) 4. **Identify the new point**: The new point where the economy settles in the long run will have the same unemployment rate as the initial point 
(6%) but a higher inflation rate. This is indicated by point C on the curve.

## Step-5 (Neural)   Given these steps:
## Step-6 (Incorrect) - The economy moves from B to C in the long run due to the increased money supply growth rate.
## Step-7 (Incorrect) Final answer: A

Data Example from MMMU

(c)

Question:
Hint: Please answer the question and provide the final answer at the end. Question: Each of the digits 2, 3, 4 and 5 will be placed in a square. Then there will be two 
numbers, which will be added together. What is the biggest number that they could make?

Solution: 
## Step-0 (Correct) To maximize the sum of the two numbers, we should form the largest possible numbers by arranging the digits in descending order. Here's how:
## Step-1 (Incorrect)    1. Arrange the digits \\( 2, 3, 4, 5 \\) in descending order: \\( 5, 4, 3, 2 \\).

2. Split them into two numbers such that the largest digits are in the tens place. This ensures the largest sum.
## Step-2 (Incorrect)    - First number: \\( 54 \\)   - Second number: \\( 32 \\)
## Step-3 (Correct)    3. Add the two numbers: \n   \\[\n   54 + 32 = 86\n   \\]
## Step-4 (Incorrect) ### Final Answer: **86**

Data Example from MathVision

(d)
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Question:
Hint: Please answer the question and provide the correct option letter, e.g., A, B, C, D, at the end. 
Question: Four of the following five pictures show pieces of the graph of the same quadratic function. Which piece does not belong?
Choices:(A) A  (B) B  (C) C  (D) D  (E) E

Solution: 
## Step-0 (Neural) To solve this, we analyze the graphs:
## Step-1 (Correct)    - A quadratic function has a parabolic shape, either opening upwards or downwards.

- The correct graphs must align with this property.
## Step-2 (Correct)    ### Analysis:

- **Option A**: A curve increasing from left to right, consistent with a quadratic function opening upwards.
- **Option B**: A curve decreasing from left to right, consistent with a quadratic function opening downwards.
- **Option C**: A line, not a curve, inconsistent with a quadratic function.
- **Option D**: A curve increasing from left to right, consistent with a quadratic function opening upwards.
- **Option E**: A curve decreasing from left to right, consistent with a quadratic function opening downwards.

## Step-3 (Correct)    ### Conclusion:
The graph in **C** does not belong because it is not a parabola.

## Step-4 (Correct) **Correct Answer: C**

Data Example from MathVision

(e)

Question:
Hint: Please answer the question and provide the final answer at the end.
Question: How many fish will have their heads pointing towards the ring when we straighten the line?

Solution: 
## Step-0 (Neural) To determine how many fish will have their heads pointing towards the ring when we straighten the line, follow these steps:
## Step-1 (Correct)    1. Identify the fish with their heads pointing towards the ring in the current configuration.

2. Visualize straightening the line and see which fish's heads will align with the ring.
## Step-2 (Neural)    Step-by-step reasoning:
## Step-3 (Incorrect)    1. In the current configuration, the fish with their heads pointing towards the ring are:

- The green fish on the left side.
## Step-4 (Incorrect) 2. When the line is straightened, the fish with their heads pointing towards the ring will be those whose heads are aligned with the ring’s 

position in the straightened line.
## Step-5 (Incorrect) From the image, it appears that only the green fish at the far left is aligned with the ring's position in the straightened line.
## Step-6 (Incorrect) Final answer: 3

Data Example from MathVision

(f)

Question:
According to the question shown in the image, please directly answer the question and provide the final value, e.g., 1, 2.5, 300.

Solution: 
## Step-0 (Neural) ### Reasoning:
## Step-1 (Incorrect)    1. **Understand the Problem:**

- The problem asks to find the inequality that represents the shaded region in the number plane.
- The boundary line is shown as a solid line, indicating that the line itself is included in the inequality (\u2264 or \u2265).
- The shaded region lies above the line.

## Step-2 (Incorrect)    2. **Find the Equation of the Line:**
- To derive the boundary line equation, two points on the line are identified:

- Point 1: (-5, -5)
- Point 2: (0, 5)

- Using the slope formula, calculate the slope (m):
\\[\n     m = \\frac{y_2 - y_1}{x_2 - x_1} = \\frac{5 - (-5)}{0 - (-5)} = \\frac{10}{5} = 2\n     \\]

- The line equation is in slope-intercept form \\(y = mx + b\\). Substitute one point to find \\(b\\):
\\[\n     5 = 2(0) + b \\implies b = 5\n     \\]

- The equation of the line is:
\\[\n     y = 2x + 5\n     \\]

## Step-3 (Incorrect) 3. **Determine the Inequality:**
- Since the shaded region is above the line, the inequality is \\(y \\geq 2x + 5\\).

## Step-4 (Incorrect) ### Final Answer:
\\[\ny \\geq 2x + 5\n\\]

Data Example from MathVerse

(g)
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Question:
According to the question shown in the image, please directly answer the question and provide the correct option letter, e.g., A, B, C, D.

Solution: 
## Step-0 (Correct) To find the degree of angle A, we can use the property that the angle subtended by an arc at the center of the circle is twice the angle subtended at any point on 

the circle.
## Step-1 (Correct)    1. **Identify the key points:**

- The arcs are AC and BC.
- Angle A is subtended by these arcs at point O (the center of the circle).

## Step-2 (Correct)    2. **Understand the given information:**
- CD is a tangent at point C.
- The angle between the tangent and the chord is equal to the angle subtended by the chord at the circumference. Therefore, angle CDB = 50\u00b0. 

## Step-3 (Incorrect) 3. **Angle properties:**
- The angle A is subtended by arc BC at the center.
- Since CD is a tangent, angle A = 50\u00b0 (as the inscribed angle is half the central angle).

## Step-4 (Correct) Thus, the degree of angle A is 20\u00b0.
## Step-5 (Correct) Final answer: A

Data Example from MathVerse

(h)

Question:
According to the question shown in the image, please directly answer the question and provide the correct option letter, e.g., A, B, C, D.

Solution: 
## Step-0 (Neural) ### Reasoning:
## Step-1 (Correct)    1. **Roots of \\( f(x) \\):**

The given function is \\( f(x) = x^2 + x - 6 \\), a quadratic equation. 
To find its roots, factorize it:
\\[\n   x^2 + x - 6 = (x + 3)(x - 2)\n   \\]
So, the roots of \\( f(x) \\) are \\( x = -3 \\) and \\( x = 2 \\).

## Step-2 (Incorrect)    2. **Roots of \\( g(x) \\):**
Observing the graph of \\( g(x) \\), the parabola intersects the x-axis at \\( x = -3 \\) and \\( x = 4 \\). 
Thus, the roots of \\( g(x) \\) are \\( x = -3 \\) and \\( x = 4 \\). 

## Step-3 (Incorrect) 3. **Comparison of the roots:**
- \\( f(x) \\) has roots \\( -3 \\) and \\( 2 \\).
- \\( g(x) \\) has roots \\( -3 \\) and \\( 4 \\).
- The functions \\( f(x) \\) and \\( g(x) \\) share one root in common, \\( x = -3 \\), but they each have another root that is not shared (\\( x = 2 \\) for 

\\( f(x) \\) and \\( x = 4 \\) for \\( g(x) \\)).
## Step-4 (Incorrect) ### Answer:

The correct option is **B**. \\( f \\) and \\( g \\) share one root in common but each have another root that is not shared.

Data Example from MathVerse

(i)

Question:
Based on the measurement results shown in the diagram, this blue angle is ( )\u00b0.

Solution: 
## Step-0 (Neural) To determine the measure of the blue angle in the diagram, follow these steps:
## Step-1 (Incorrect)    1. Observe the protractor: The protractor measures angles from 0\u00b0 to 180\u00b0.

2. Identify the measurement: The blue angle is indicated by a line pointing to a specific degree on the protractor.
3. Locate the angle: The blue line points to the number 40\u00b0 on the protractor.

## Step-2 (Incorrect)    Thus, the measure of the blue angle is 40\u00b0. 
## Step-3 (Incorrect) Final answer: 40

Data Example from DynaMath

(j)

Question:
A real estate agent looked into how many houses were sold in different cities. What is the range of the numbers?

Solution: 
## Step-0 (Neural) Let me help you find the range of the sales numbers.
## Step-1 (Incorrect)    The range is calculated by subtracting the minimum value from the maximum value.
## Step-2 (Incorrect)    Minimum sales number: 81 (Fremont)\nMaximum sales number: 97 (Penny Town) 
## Step-3 (Incorrect) Range = Maximum - Minimum\nRange = 97 - 81 = 16
## Step-4 (Incorrect) Therefore, the range of house sales numbers across these cities is 16.

Data Example from DynaMath

(k)
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Question:
The radar chart below represents different categories. Which category is second highest? 
Choices: (A) A (B) B (C) C (D) D (E) E

Solution: 
## Step-0 (Neural) Looking at the radar chart, I can see that there are 5 categories (A, B, C, D, and E) plotted on a scale from 0 to 100. After analyzing the values:
## Step-1 (Incorrect)    - Category C appears to be the highest\n- Category D shows the second highest value\n- Categories A, B, and E have lower values
## Step-2 (Incorrect)    Therefore, category D (choice D) is the second highest in the radar chart. 
## Step-3 (Incorrect) The answer is (D).

Data Example from DynaMath

(l)

Question:
Given that the circumference of the upper edge of a conical water container is 62.8 cm, what is the radius of its base circle in cm?
A. 8  B. 9  C. 10  D. Cannot be determined  E. No correct answer

Solution: 
## Step-0 (Correct) To determine the **radius** of the base of the cone:
## Step-1 (Correct)    1. The formula for the circumference of a circle is:

\\[\n   C = 2\\pi r\n   \\]
where \\(C\\) is the circumference and \\(r\\) is the radius.

## Step-2 (Correct)    2. We are given \\(C = 62.8 \\, \\text{cm}\\). Substitute this value into the formula:
\\[\n   62.8 = 2\\pi r\n   \\]

## Step-3 (Correct) 3. Solve for \\(r\\):
\\[\n   r = \\frac{62.8}{2\\pi}\n   \\]

## Step-4 (Correct) 4. Use the approximation \\(\\pi \\approx 3.14\\):
\\[\n   r = \\frac{62.8}{2 \\times 3.14} = \\frac{62.8}{6.28} = 10 \\, \\text{cm}\n   \\]

## Step-5 (Correct) Thus, the radius of the base circle is **10 cm**.
## Step-6 (Correct) ### Final Answer: **C. 10**

Data Example from WeMath

(m)

Question:
As shown in the diagram, EF is the axis of symmetry for quadrilateral ABCD. Given that CD = 5 cm and AD = 3 cm, what is the perimeter of parallelogram ABFD in cm?
A. 12  B. 10  C. 14  D. 16  E. No correct answer

Solution: 
## Step-0 (Correct) To find the perimeter of parallelogram ABFD, we need to use the given information about the quadrilateral ABCD and its symmetry with respect to EF.
## Step-1 (Correct)    1. EF is the axis of symmetry for the quadrilateral ABCD. This means that EF divides ABCD into two congruent halves.
## Step-2 (Incorrect)    2. Since EF is the axis of symmetry and AD = 3 cm, AD = DF.
## Step-3 (Incorrect) 3. CD is given as 5 cm. Since EF is the axis of symmetry, CD = BF.
## Step-4 (Correct) Now, let's calculate the perimeter of the parallelogram ABFD:

- AD + DF + BF + AB
## Step-5 (Incorrect) Since AD = DF and CD = BF, we can substitute the measurements:

- AD = 3 cm
- BF = CD = 5 cm

## Step-6 (Incorrect) Therefore, the perimeter is:
- AD + DF + BF + AB
- 3 cm + 3 cm + 5 cm + 5 cm = 16 cm

## Step-7 (Correct) Final answer: D

Data Example from WeMath

(n)

Question:
As shown in the diagram, what is the color of the bottommost book placed on Desk \u2460?
A. Red  B. Green  C. Blue  D. Yellow  E. No correct answer

Solution: 
## Step-0 (Neural) To solve this question, we need to visually analyze the stack of books on Desk \u2460 depicted in the diagram. Starting from 

the top and moving downward, the books are arranged in the following order:
## Step-1 (Correct)    1. **Green** (topmost book)

2. **Red** (second book)
3. **Blue** (third book, bottommost book)

## Step-2 (Correct)    Thus, the color of the bottommost book on Desk \u2460 is **Blue**.
## Step-3 (Correct) ### Final Answer: **C. Blue**

Data Example from WeMath

(o)

Figure 7. More data examples from VisualProcessBench.
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Question:
As shown in the figure, triangle ABC is an isosceles triangle, ∠B = 25°, then the angle of ∠1 is ( )
A. 95° B. 145° C. 120° D. No correct answer

Solution: 

Data Example from VisualProcessBench

Let’s see. I have this problem here about an isosceles triangle. It says that in triangle ABC, angle B is 25 degrees, and it’s an 
isosceles triangle. I need to find the measure of angle 1. The options are A. 95°, B. 145°, C. 120°, and D. no correct answer.

## Step-0 (Neural)

First, I should recall that in an isosceles triangle, two sides are equal in length, and the angles opposite those sides are also 
equal. So, in triangle ABC, if angle B is 25 degrees, then either angle A or angle C is also 25 degrees. But wait, looking at
the figure, it seems like angle C is also 25 degrees because there’s a mark indicating that angle C is 25 degrees.

## Step-1 (Correct)

… …

## Step-4 (Incorrect) So, if angle 1 is an exterior angle at point C, then its measure should be equal to the sum of the measures of the angles at 
points A and B.
Given that angle A is 130 degrees and angle B is 25 degrees, then angle 1 should be 130° + 25° = 155°.

… …

## Step-5 (Correct) But that’s not one of the options. Option D says “no correct answer,” but maybe I’m missing something.
Wait, perhaps the figure is not exactly as I described. Let me look again.

## Step-12 (Correct) Looking back at the figure, if angle 1 is the exterior angle at C, which is 155 degrees, and there’s a 35-degree angle adjacent 
to it on the straight line, then the angle between them would be 155° - 35° = 120°.
Therefore, angle 1 is 120 degrees.
Yes, that makes sense.
So, the answer should be option C. 120°.
Final Answer
\[ \boxed{C} \]

Figure 8. Data example with model reflection from VisualProcessBench. Red highlights the incorrect answer, orange highlights the
reflection words, and green highlights the correct answer.
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